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Summary. Relationships between genotype x environment 
interaction and genetic correlation of the same trait mea- 
sured in different fixed environments are derived by com- 
paring the variance-covariance structures of observations 
between a one-way multiple-trait linear model and a two- 
way single-trait mixed linear model. In the latter model, 
heterogeneity of interaction variances among environ- 
ments and non-zero covariances among interactions are 
assumed, in addition to the heterogeneity of error vari- 
ances and non-zero covariances between genetic-group 
effects and interactions that were accommodated in earlier 
work. The results are applicable to more than two envi- 
ronments and to unbalanced data. This paper is a gener- 
alization and a correction of earlier works. 

Key words: Genotype-environment interaction - Genetic 
correlation - Genetic parameters - Unbalanced classifi- 
cation - Heterogeneous variances 

Introduction 

An animal or plant that performs well in one environ- 
ment does not necessarily perform well in another envi- 
ronment, if there is genotype x environment interaction. 
Falconer (1952) extended the concept of the genetic corre- 
lation between two traits to the genetic correlation be- 
tween measurements of the same trait expressed in two 
different environments in the study of selection responses, 
and pointed out that the genetic correlation (or, rather, its 
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departure from + 1) might be an appropriate measure of 
genotype x environment interaction when only two envi- 
ronments are involved. Robertson (1959) derived the rela- 
tionship between genetic correlation and genotype x 
environment interaction under the condition of the 
same heritability in two environments. Dickerson (1962) 
studied the selection responses involving many environ- 
ments and discussed the pooled genetic correlation 
among many environments. Yamada (1962) presented 
various formulae on the relationships between geno- 
type x environment interaction and genetic correlation in 
the cases of random and mixed linear models. He derived 
the relationships by comparing the expected mean 
squares and cross-products of a one-way multiple-trait 
model and the expected mean squares of a two-way sin- 
gle-trait model assuming balanced data. Later, Fernando 
et al. (1984) criticized his method, stating that it gave 
biased estimates of genetic covariances when applied to 
unbalanced data and, therefore, should not be used in 
general situations that frequently occur in animal breed- 
ing. However, Yamada et al. (1988) claimed that the 
criticism was inappropriate, and used an alternative 
method that was also applicable to unbalanced data. 
Their method was to compare directly the variance-co- 
variance structures of observations between the one-way 
multiple-trait model and the two-way single-trait model 
involving two fixed environments. Further, they made 
complete distinction between parameters and estimates, 
which was ambiguous in Yamada (1962). However, their 
results were inconsistent with those of Yamada (1962) 
[e.g., Eq. (25) in 1962 versus Eq. (7) in 1988]. Thus, it was 
possible that their method included some errors. 

The objectives of this paper are to correct the results 
of Yamada et al. (1988), to generalize them for the case 
involving more than two environments, and to compare 
them with results obtained in earlier works. 
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Models 

Suppose the observations on one trait have been ob- 
tained in k different environments. Each individual can be 
observed only once in one environment�9 The individuals 
are divided into families or strains chosen at random 
which, for generality, are called genetic groups in this 
paper�9 Let p be the number of the genetic groups and n~ 
the number of observations in the i,h environment (i = 1 to 
k). Two different models are considered: Model A and 
Model B. 

Model A 

First, assume that measurements on a trait in different 
environments represent different traits�9 Then a one-way 
multiple-trait model is assumed: 

Y2 y =  -~- 

k 

l=:#z / + 

lk #k ] 

z~ 
' ~  

where y~ (i= 1 t o  k) is an n i x I vector of observations for 
' trait '  i; #~ is the expected value of trait i; 1~ is an n~ x 1 
vector of all ones; u~ is a p x 1 vector of random genetic- 
group effects for trait i; Z~ is an n; x p incidence matrix 
relating u~ to yl, e~ is an n~ x I vector of residuals for 
trait i, Expectations and variance-covariance matrices for 
Model A are: 

E(yi)= l~ #i, E(ui)=0,  E(ei)=O, 

. .  , I % k  ] 
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Cov(u~, ej)=O(i, j=l to k, i # j )  

where E represents expectation, Var represents variance- 
covariance matrix, and Coy represent covariance matrix; 
a~(i=l to k) is the genetic-group variance of trait i; 
o~(i , j=l to k, i~ j )  is the genetic-group covariance be- 

tween trait i and j; o~, is the error variance of trait i; l a n d  
I~ are identity matrices of appropriate order. Note that 
the elements of u~ are assumed to be uncorrelated. In 
animal breeding terms, this means that the genetic groups 
are not related, Consequently, we obtain: 

lil, Var Y2 = 2Z'1o21 Z 2Z~02  " Z 2 Z ~ 2 k  
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Thus, the variances and covariances of y : s  are: 

2 Var(y0 = ZI Z, i oi + / .  ~2 (3) e,, 

Coy (yl, yfl = Z i Z) (rlj. (4) 

Model B 

Next, a two-way single-trait mixed model is assumed for 
the same observations as were used in Eq. (1). This model 
shall be called Model B: 

�9 :2 + (5) 

where Yi, #~, 1~, and Z i are as defined earlier; u~ is a 
vector of genetic-group effects averaged over environ- 
ments; ui, is an n~xl  vector of genetic-groupx 
environment interaction in the i t~ environment, and ~i is 
an n~ x 1 vector of residuals in the ith environment. 

Expectations and variance-covariance matrices of 
random variables in Model B are: 

~ ( y O = l ,  v,,  ~ ( u ~ ) = 0 ,  E(u,,)=O, E(~, )=0 ,  

Var (u~) = 1 4 ,  
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COV(/ /G,  ~ ) : 0 ,  COV( / / I ; ,  ~ j ) = 0 ,  

Cov(ua,  ut,) = I a~,, 

where 0.2 is the genetic-group variance component ;  
0.2 (i = 1 to k) is the interaction variance component  in the 
i th environment;  0-~,j (i, j =  1 to k, iCj )  is the covariance 
component  between the interactions in the i ~h and jth 
environments;  o -2 is the error variance component  in the gi 
i th environment;  0-GI, is the covariance component  be- 
tween genetic-group effects and interactions in the i 'h 
environment. The characteristics of these assumptions 
are summarized as follows: (1) the error variances may be 
heterogeneous; (2) the covariances between genetic group 
effects and interactions exist; (3) the interaction variances 
may be heterogeneous; (4) the covariances among inter- 
actions exist. Assumptions (1) and (2) include a special 
case of homogeneous variances, and assumptions (2) and 
(4) include cases where some covariances are zero. 
Assumptions (1) and (2) were used by Yamada et al. (1988), 
but (4) was not. Assumption (3) is irrelevant in Yamada 
et al. (1988), because they assumed only two environ- 
ments and thus the two interaction variance components  
should become identical. All four assumptions are neces- 
sary to derive the correct relationships between the 
parameters  of the two models. In addition to these as- 
sumptions, within any environment homogeneity of error 
variances among genetic groups is being assumed as usual. 

Using the assumptions in Model B stated above, we 
obtain 

Y2 Z2.ZI Z2 Z2 "'" Z2 "~k 
Var 0-2 + 

�9 . , . .  ' 

Restriction on Model B 

Because ux~ consists of the deviations of subclass means 
from the combinations of #~ and u G, it seems reasonable 
to assume that the sum of u~ over k fixed environments 
should become zero, i.e., 

k 
Z ilIi=O" (12)  

i - 1  

This was explicitly used also by Anderson and Bancroft 
(1952), p. 340), Scheff6 (1959, p. 263) and Graybill  (1961, 
p. 397). In fact, this restriction leads to the existence of 
covariances 0.Gx, and 0.~,s in Model B. 

Now let us derive the relationship among parameters  
in Model B when restriction (12) is applied. Using Eq. (12), 

k k 
C~ E ux, )=l  E 0.~1, = 0 ,  

i=1 i=1 

we thus obtain 

k 
Z o-~, = 0. (13) 
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Thus the variances and covariances of the yi's are: Further, from Eq. (12), 
2 2 Var (Yi) = Zi Z'i (0.~ + ah + 2 aGx ,) + I i a~ 2 , (7) k k 

COV (Yi, Y j) = Zi  Z j  (0.2 ~_ 0.Iij ~- GGIi -~ O'GIj) (8) 

Z 1 Z~, 0-i~1 

Z2 l k  ~ (6) 

zk z i  of~ ] 

e1 0 
i2 0-2 g2 

0 lk 0-2 ek 

C o v ( / / l , ,  E l l l j ) = l  E 0-iu = 0 ,  
j = l  j = l  

Relationships between parameters 

Comparison of the two models 

Both Models A and B are for the same observations, so 
that Eq. (2) and Eq. (6) [or Eqs. (3) and (7) and Eqs. (4) and 
(8)] should always be identical, irrespective of the choice 
of Zi. Thus, we obtain 

0-2 0-2 J_ 0 -2 = G -  I, + 2 0-~x,, (9) 

Gij = G2 "~- (7Iij + GGIi ~- 0.GIj' (10) 

er E =G 2 (11) el ei " 

These equations represent the basic relationships of the 
parameters  between the two models. F rom these equa- 
tions, useful relationships can be derived as shown in the 
following�9 

Z1 Z'l 0.2i, Z ,  I.'2 % ;  "" 

Z2 Z', %~ Z2 Z'2 G2= " " " 

& Z'~ %~ & 2 i  0.i~; " " 
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--O-2 thus, using o-i,,- i,, 

k k 

32 o-~,~= o-~, + 32 %~ = 0. 
j = l  j ~ i  

j = l  

Summing this for i gives 
k 

Z 0-/~,+E E % , = 0 ,  
i= i i:~j 

o r  
k 

-*.Y 0-2 (14) 
~ '  0-Iij = - -  2 Ii  " 

i < j  l = l  

Using Eqs. (13) and (14), Eqs. (9) and (10) can be 
rewritten as follows. 

Summing Eq. (9) for i (i = 1 to k) gives 
k k k k 

E o-2=k0-g+ Y~ ~2,+2 Y~ 0-Gh=ke2+ 52 o-2. (15) 
/ = 1  i = 1  i = 1  / = 1  

Summing Eq. (10) for all combinations of i and j gives 

E 32 % -  4 + 32 Z %, , 
i<j 2 i < j  i < j  

k ( k - l )  1 a2 ,+ (k - l )  Z %h - ~ 4-~=~ , = ~  

k ( k - l )  1 ~ 
2 0-2_ 2 Z 0-2,,. (16) 

i = l  

Deleting a 2 from Eqs. (15) and (16), we get 

k 
0 - 2  

' 52  Ii - -  
i = 1  

k - l ~ ,  2 2 
k / = 1  0-i - - k ~ i < ~ j a i j  

1 2 
= ~ ~/<jZ {(0-i- o-j)2 + 2 o-i o-j } - ~ 32 52 o-,j 

i < j  

1 2 2 = ~52,<jZ(0-~- ~j) + ~2<Z (0-, ~  (17) 

Let rg,j be the genetic correlation between environments 
i andj  defined as ro~ j = o-u/o-, o-J" Then Eq. (17) is rewritten 
a s  

k 1 2 
Y o-2=~Z52(o-,-o-Y+ a~}. (IS) 

i = l  i < j  

Reparameterization 

In Model A, let us define the variance components aver- 
aged over k environments and the covariance component 
averaged over all k ( k - 1 ) / 2  pairs of environments as fol- 
lows: (19) 

- -  1 k _ _  2 - -  1 k 

, ,  o-,j k ( k _ l )  Z Y ~ r i j ,  o-e ~ Y~ ~< 
o-2 = ~ ,52=1 o-2 _ ~ = ~ 

i < j  /=1  

Similarly, let us define the average error variance compo- 
nent in Model B as 

2 1 ~ 0" 2 (20) 
, = I  

Following Scheff6 (1959), p. 264, 8.1.9), let us define the 
average interaction variance component as 

k 
- -  1 Z o-a (21 )  
o-] k - 1  ,=1 - -  I i "  

Note that the denominator of Eq. (21) is k -  1 instead of k. 
This is because restriction (12) is imposed on the interac- 
tion. From Eqs. (14) and (21), we obtain 

k - - 1  - -  
Z 32 o-,,, = - ~ - -  0-2. (22) 

i < j  

This indicates that non-zero covariances among interac- 
tions exist whenever a non-zero interaction variance ex- 
ists. Using Eqs. (19)-(22), Eqs. (15), (16), and (11) are 
rewritten as: 

- -  k - l - -  
0-f = 4 + ~ -  o-e, (23) 

o-,~. =o-2 ,  ~ ~2, (24) 

2 2 (25) o-e ~ 0-e " 

From Eqs. (23) and (24), we obtain 

(26) 

o-,z = 0-2 _ ~. (27) 

Formulae (25)-(27) agree completely with the results of 
Yamada (1962, Eq. 24). 

Dividing Eq. (18) by k - 1  and substituting Eq. (21), 
we get 

Z E (o-,- o-j)2 
k ( k - 1 )  ,<j 

2 

k i < j  ) 

Formula (28) expresses the relationship between the in- 
teraction variance component and the genetic correla- 
tion. When k = 2, this agrees with the result of Robertson 
(1959, p. 478). 

Following the notations used by Yamada (1962), let us 
denote the variance of the standard deviations of genetic 



group effects O(ai) as: 

k - 1  i:1 k i=1 i<j 

- k ( k - l )  ( k - l )  f ~ - 2 Z E f ,  f j  
i i<j 

1 
- k(1 -k)~<~ (f~ + f} - 2 f ,  fj) 

i 

- k(k-l)  Z<Z (G,-fj) ~. 
(29) 

Using this, Eq. (28) can be expressed in another way as 

k(k-1) {2<2j (1--r~,j) f, f j} .  (30) 

Average genetic correlation 

Now consider the average genetic correlation defined as 

- -  Z Z % 
~o = _ a q  _ i< j  , (31)  

ff i(~j E E O ' i f j  
i<j 

where a~ aj is the average of cr i f j  for all pairs of i and j, 
i.e., 

2 
fl  % k ( k -  1) ~<~ al f j .  (32) 

This definition of the average genetic correlation is the 
same as that of Yamada (1962, Eq. 35). However, it is not 
clear whether or not it is the same as that of Dickerson 
(1962), because he did not define the average genetic cor- 
relation explicitly. In practical applications, f0 may be- 
come of limited interest relative to the individual rg,j val- 
ues, but the relationship between fo and other parameters 
is presented here for comparison with the results ob- 
tained in earlier work. 

Using Eq. (29), it is shown that 

1 

i=1 i<j 

2 
= k O(a~)+ ~-~_~<Zj al f j .  (33) 

Equating Eqs. (15) and (33), and using Eq. (32), it can be 
shown that 

2 k - l - -  
(7 i f j  :fiG + ~ -  f2--0(fi) .  (34) 
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Substituting Eqs. (24) and (34) into Eq. (31), we get 

~" = k -  1 - -  (35) 
~ + -U-  ~, -o(f,) 

This formula agrees with the result of Yamada (1962, 
Eq. 41). 

D i s c u s s i o n  

Fernando et al. (1984) compared two models (Model A 
and Model B) and stated that when genetic and error 
variances are heterogeneous among environments, no 
meaningful relationships exist between parameters of the 
two models (p. 176). Their Model A is the same as that 
used in this paper, but their Model B is one that is cus- 
tomarily used for unbalanced data. Insofar as such a 
model is assumed, their result is appropriate. On the 
other hand, in this paper, a different model (Model B) was 
assumed and, consequently, the relationships between 
parameters could be derived [Eqs. (9)-(11)]. The differ- 
ence between the results of Fernando et al. (1984) and 
those of this paper derives from the difference between the 
models assumed. Except for the problem of the heteroge- 
neous variances, a major difference between these models 
comes from whether covariances fGli and G~,j are as- 
sumed or not. Their existence should be considered when 
restriction (12) is put on the model. Thus, we can con- 
clude that the primary difference between Fernando et al. 
(1984) and this paper comes from whether restriction (12) 
is imposed or not. This problem pertaining to the mixed 
model is discussed by Hartley and Searle (1969) and 
Searle (1971, p. 16). The question as to whether this re- 
striction should be used or not in the mixed model anal- 
ysis generally is not yet answered. However, for the pur- 
pose of deriving the relationships of parameters between 
the models, this restriction is absolutely required. 

Model B' used by Yamada et al. (1988) is different 
from Model B in this paper, and thus their result is also 
different from ours. Their model incorporates fo~, but 
not ai,j. Both of those covariances should be incorporat- 
ed, which gives rise to some changes in the coefficient 
matrix of 0r I in Eq. (5) of Yamada et al. (1988). Thus, their 
model and result seem to be inappropriate. 

The basic formulae representing the relationships be- 
tween parameters, Eqs. (9)-(11), were then transformed 
by reparameterization using average variance and co- 
variance components. Then the result, Eqs. (25)-(27), 
which agrees with that of Yamada (1962) was obtained. 
Thus, the result of Yamada is also applicable for un- 
balanced data. However, it should be noted that the 
average variance components given in this paper, as 
well as those given by Yamada (1962), are different from 
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the variance components that are given in the two-way 
mixed linear model used customarily for unbalanced 
data. Furthermore, in reparameterization (19)-(21), 
equal weights were given for each environment. It is the 
same with restriction (12) imposed on Model B. This as- 
sumes that the population size in each environment is 
infinite, or finite and equal. When the populations have 
finite and unequal sizes, it is difficult to rationalize those 
equal weights. In such cases, weights that are proportion- 
al to the population sizes should be used, and then our 
results (12)-(35) will become inappropriate. 

The results derived in this study are the relationships 
between parameters, so that they should not be influ- 
enced by sampling or by the methods used for estimating 
variance components. The models in this study include 
only one environmental factor. However, even when mul- 
tiple environmental factors are involved, the same results 
will be obtained. 
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